e 3 oLl ity Al 4 ol e e Aol )5 Aban Y Rl e soall i
LSl O o omik ol Al sladl oladl el caa cilul il sl (e L)
odldiidl e )

ol 4l B Al i a5 5,08 el hel 8 S sl Rl o g b

sl 4y )
aly il @ gnse 4l y (Glissedll J8) (S5 @lipidlily Jie ofialll e o8 ) Gaw N5
Gy Jdie e Jsasll (periodogram) loaasdl diaed Aali e dplall 485

ala Gl 8 (spectral window) A 3153 ) geadiul agdl e Adkall LUK alla(consistent)
st el cliiall ey (3ia3 Cl ke )yl dagdal) 435S
LBagine dbe (e pdie Gual dag¥ (Bee) (el fialll (e el dlaia) & gum sall 138 Qi a8 128
o 35 (g yra Gilan) (e da e O o Jlesialy Lilal) EUSH ally 5308 g gaia e 4l Il Cl gl
(AR.MA.ARAM )dis 4sha g ilad 4 jay Cualiiul lee il e Al 5ol
1oty (e il jaaall eda Caad e adl g
Al @ jaiall il Uaall
Ayl AU Al Qlall JEN A 52 el
i sl dn ) e S Gl Va5
AL A sl Olibaall 4,0l galiall dale 4ndia 1 J sV L)
aali 5 ALl A0 ial) llaall Lhadll 4daid oo (il il e (g siag 1S U
(Jie 3l (mny Bl (e dum s prall 4 sdall Cilileall
AutoregressivecMoving average and mixed Autoregressive-Moving
average.
Al 38 gl aal Gaey s dppdall AHESH ally i ale al il o (g gy Gl Gl
oilall 381 53 < el jly LAY ClEdall apaad I 4dlYL
GOl Jlerinls (a:u,\JL ‘)yd\) :LJQH\ 48U adlal [ JPR N 6&: ngga_\ :cg\‘)l\ Ul
el Bl 3l A Caal e 85 48 g jaall 3Ll Glamy (g A g A3k )

1SN | A JSCrIN R ENSTPRCR T VS AN RV R WS e STV I DS | R SVELIT N It
JLily C_IUJ\ Calia g ‘EA\J\ Gl aladiuly

Various statistical and mathematical methods have been

developed over period of many years for studying and

.analyzing time series

Many of these methods have been developed to estimate the

.smooth trend function supposedly underlying the series

In recent years.however.considerable. attention has been

given and a great mass of work has been published on the

estimation of the spectra of stationary time series.
The work ofDaniel.Bartlett and Tukey (before.1950)on
the estimation of spectra was concerned with the
modification of period gram analysis to produce was
consistent estimates of the spectral density function.
however. they have used their spectral windows in
estimating the spectral density function without
mentioning the choice of the truncation point.
This aspect of the analysis was studied by many
authors. in the late fifties who discussed the practical
situation of designing aspectral analysis so that the
estimates satisfy certain specified conditions.
Recently. Many research workers have discussed
further aspects of the design relation concerning the
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various parameters involved in the estimation of
spectra.

In the present work. Estimates of the spectral density
function which have been proposed by well known
statisticians have been treated and applied on artificial
processes generated from linear models (AR.MA and
ARMA processes).the estimates have been treated
from two points of views:(1) choice of the truncation
point of the spectral window according to some design
relations. And compare the relative mean square error
of the different estimates. (2) chose some values for
the truncation point of the spectral estimate for all
series and then decide on that value of m which makes
the estimate reveals the over all shape of the true
spectra.

This thesis consists of four chapters:

CHAPTER ONE. is a general introduction to the basic
theory of stationary processes.

CHAPTER TWO. Contains a general review on linear
models of stationary stochastic processes specially for
the stochastic processes represented in the well known
models of autoregressive. Moving average and mixed
autoregressive-moving average stochastic processes.
CHAPTER THREE. contains a general introduction on
the estimation of spectra and some important spectral
windows together with the design relations for
choosing the window parameters.

CHAPTER FOUR. contains the estimates of the non
normalized spectral density function for different
artificial time series generated from know models.

All the numerical calculations have been carried out on
the computer.




